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Outline

e ConnectomeDB
— Activities from the browser
— Activities from command line

* Cloud computing
— HCP data on the cloud
— HCP pipelines and analysis on the cloud

* Running your own HCP Informatics System



What is ConnectomeDB?
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* Public resource for .

accessing HCP
data

Includes WU-Minn
data along with
MGH and other
data sets

Future home of
Connectome
Coordination
Facility (CCF) data

Public Connectome Data

Updated Nov 25, 2014: Unprocessed, source and channel-level processed MEG
data from WU-Minn HCP available on over 60 subjects.

View Other Projecis

WU-Minn HCP Data — 500 Subjects + MEG2

HCP public data releases include high-resolution MR scans from healthy adults and four imaging modalities: structural

images (T1w and T2w), resting-state MRI (riMRI), task-fMRI (tMRI), and high angular resolution diffusion imaging

(dMRI). Bahavioral data is also largely available, with some restrictions. Furthermore, MEG data is available for some

subjects. The Open Access Dataset includes imaging data and most bahavioral data. To protect subject privacy, some of
., which subjects are twins) are part of a Restricled Access dataset.

ACCESS:  Restricted Access Terms Accepted

KEYWORDS: , MRI, CONNECTOME, MEG, RESTING STATE, DIFFUSION, RFMRI, DMRI, FMRI

WU-Minn HCP Lifespan Pilot Data

The WU-Minn HCP consortium is acquiring and sharing pilot muitimodal imaging data acquired across the lifespan, in 6
age groups (4-68, 8-9, 14-15, 25-35, 45-55, 65-75) and using scanners that differ in field strength (3T, 7T) and maximum
gradient strength (70-100 mT/m). The scanning protocols are similar to those for the WU-Minn Young Adult HCP except
shorter in duration. The objectives are (/) to enable estimates of effect sizes for identifying group differences across the
lifespan and (i) to enable comparisons across scanner platforms, including data from the MGH Lifespan Pilot. The initial
data releases in August, 2014 includes Phase1a image data and will be regularly updated with Phase{
data; minimally preprocessed data will be relsasad in the fall of 2014.

Last Updatad:

ACCESS: - Open Access Terms Accepted

KEYWORDS: LIFESPAN, HCP, FMRI

MGH HCP Adult Diffusion

The MGH HCP team has released diffusion imaging and structural imaging data acquired from 35 young adults using the
customized MGH Siemens 3T Connectome scanner, which has 300 mT/m maximum gradient strength for diffusion
imaging.

Last Updated:
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HCP Data now mirored on
Amazon Web Services
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DATA
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Accessing ConnectomeDB

* Registration required

 Data use terms: open
and restricted.

* Aspera plugin required
for bulk downloads
(i.e. packages)

* Browser for easy
navigation

e Command line for
scripted access




Alternative sources of HCP data

e Connectome in a Box

e Amazon Public Data
Sets

e All options require first
signing the data use
terms in
ConnectomeDB




Data organization

* The 4 standard imaging sessions have been
merged into 1 “mega” session.

* The scans in the mega session are ordered
In a standard sequence (not necessarily
reflecting the temporal order).

* Key data files have been assembled into
“packages” to streamline distribution.

* Some interesting processed data sits
outside the package structure.



Packages

* Specific packages for structural, resting,
diffusion, and each task.

* File organization is well documented here:
http://www.humanconnectome.org/documenta
tion/S500/HCP_S500+MEG2_Release_Append
ix_IIl.pdf

* Same file organization on ConnectomeDB,
CinaBox, and Amazon.

* All files can be retrieved individually from
ConnectomeDB.



CONNECTOMEDB ACTIVITIES FROM THE
BROWSER



ConnectomeDB Browser Demo -- Main
themes

* Basic navigation

 Some special fields (metadata)

* Filtering data

e Saving subject groups

* Digging deeper into individual subjects



CONNECTOMEDB ACTIVITIES FROM
COMMAND LINE



Why use the command line?

 ConnectomeDB has a rich programming
Interface (API)

— Use the XNAT REST API

— https://wiki.xnat.org/display/XNAT16/Using+the
+XNAT+REST+API

* Build ConnectomeDB access directly into
Scripts.

 Batch download specific files.
* WARNING: The APl does NOT use Aspera.



Some handy command line tools

e CURL
— Access specific URLs

* XNAT Data Client
— Access data using XNAT tags

* Python, bash, or your favorite scripting
language
— Access data programmatically



ConnectomeDB Command Line Demo --
Main themes

 Basic REST API patterns
* Accessing subject groups

* Accessing specific files follows standard
package structure

* Querying on subject metadata
e Batch retrieval of files



HCP ON THE CLOUD
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What is the “cloud”?

Amazon Web Services (AWS)

1%

 “’Cloud Computing’, by definition, refers to
the on-demand delivery of IT resources and
applications via the Internet with pay-as-you-

go pricing.”
* Simple Storage Service (S3): File storage
* Elastic Compute Cloud (EC2): Computers

 Many other services (databases, block
storage, workflow, etc.) not used by HCP



Why use the cloud for HCP projects?

e HCP data is hosted on S3

— You don’t need to download and store it locally!
— You don’t need to buy Connectome in a Box!

 HCP pipelines are preconfigured on EC2

— You don’t need to install and configure the pipelines
locally.

— You don’t need to have local computing resources to
process large quantities of data.

 The cloud ain’t free (but it can be pretty cheap).



Simple Storage Service (S3)

* Files are stored on S3 in “buckets”, which are
used to partition and manage the data.

 Each file is accessible at a specific URL.
— Example: http://bucketl.s3.amazonaws.com/filel

e But working with URLs is complicated - file
systems are easier.

o S3fs can be used to “mount” an S3 bucket as a
file system on a computer - they look just like
regular files.



Elastic Compute Cloud (EC2)

e Computers on EC2 are called “instances”.

 “Amazon Machine Images” (AMIs) are
preconfigured computer templates with specific
applications preinstalled.

e Each instance runs a selected AMI.
e Each instance runs on selected “hardware”.

* Run lots of instances to build your own high
performance compute cluster.

* Use Starcluster to manage jobs on your cluster




Manage batch
processing with

r StarCluster
— l

Mount HCP Data

from S3 on EC2

Instances

Put HCP Data in Run EC2 Instances
an S3 Bucket preconfigured w/
HCP Pipelines




Strategies for using AWS

* Use Elastic Block Storage (EBS) for your own
data.

 Use EC2 Spot Instances.

* Fork the NITRC HCP AMI to customize
nipelines.




RUNNING YOUR OWN HCP INFORMATICS
SYSTEM



Why run your own HCP Informatics
System?

* You are running an HCP-like studly.
* YOou enjoy pain.

Imaging # Offsite # Access
WashU # Local . . Data Mirror ,‘D ’f
HCP Storage disaster HCP Elastic Cloud
.bieom Review Staff recovery site Investigators Processing
’. \ ,l, Data Storage Jr & Storage
! g Internal A External g e
. \ v i o for burst activity
UMinn [ z| . Database i Database z
sV VY .. b 4 n S Quarterly
*\Q-QLQQM-HI[E—S-- % ----- Re(?a(f:f(PHl ------ e e Processing — % —>» Public -
Fo———- S b---- i e Release
SLU i H L A8 A A
/ 8 Processing E o o e e !
__HTTPS ! HCP Compute High Performance | |
S Cluster Computing System el ____HTTPS __@7 ‘@ <
Low latency, Computationally- LOGIN i
“need it now” and time-intensive <€-------- . All Users
processing




The XNAT workflow
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* Data organization * Visualization
e Quality control * Automation
* Data access * Integration

e Security e Data sharing



XNAT is...

Feature rich

Archive, manage, process, View,
and share imaging and related
data.

A platform

Clinical/translational research
Institutional repositories
Multi-center studies

Data sharing

Open

Open source

Open API

Free (though commercial
support is available)

Used by organizations around
the world.
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HCP Dashboard: HCP Q1 Release Data

Description: HCP Q1 Release Data
Project ID: HCP_Q1
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Subject Gender Age Full Imaging Compl. T1 Count T2 Count Non-Toolbox Compl. Visual ||
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865363 [l 2225 true 2 2 true true
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XNAT Architecture

Client
applications Web Command
browser line tools

XNAT Jakarta Turbine
middleware :

Actions | Screens

XNAT API
XNAT engine
Form Search .
Handler Engine Listing Report

Data store

Relational
database

Data files

In a Nutshell, XNAT...

...has had 2,489 commits made by 53 contributors

representing 643,792 lines of code

...is mostly written in Java

with an average number of source code comments

...has a codebase with a long source history

maintained by a very large development team
with increasing Y-O-Y commits

...took an estimated 176 years of effort (COCOMQO model)

starting with its first commit in April, 2010
ending with its most recent commit 1 day ago

Source: https://www.ohloh.net/p/XNAT



IntraDB Demo - Main Themes
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L]
. Summary of QC
Scan SIMPLESNR SNR  SIMPLESNR SigMean  SIMPLESNR SigSTD
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Summary

* Get your data on ConnectomeDB,
Connectome in a Box, or Amazon Public Data
Sets.

* Don’t be afraid to get to know the command
line.

* (Get ready for some cloud computing!



Thanks to...

* Amazon Web Services

— Hosting of HCP data thru Public Data Sets
project

— $100 credits to all course attendees

* Neuroimaging Informatics & Tools
Clearinghouse (NITRC)

— NITRC Computing Environment w/ HCP pipelines
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